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The rapidly increasing applications of artificial intelligence (AI) within Human Resource Information 

Systems (HRIS) is revolutionizing human resource management, transforming traditional practices, and 

enabling enhanced decision-making, efficiency, and strategic alignment. However, the extent of AI 

integration and its implications remain underexplored. This research addresses this gap by developing and 

validating an AI-enabled HRIS reflectively measured construct. Through a rigorous methodology 

encompassing qualitative interviews, survey-based quantitative analyses, and scale validation procedures, 

a 16-item scale was constructed to assess AI's role across various human resources functions. Findings 

demonstrate the scale is reliable and valid, providing a comprehensive tool for measuring AI integration in 

HRIS. Theoretical contributions include extending the technology acceptance models to the context of 

artificial intelligence in human resources management, while practical implications suggest pathways for 

organizations to leverage artificial intelligence technologies within HRIS optimally. This research bridges 

a critical gap in HRIS literature, offering a standardized measure of artificial intelligence integration and 

highlighting its strategic importance in modern human resource management. 
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INTRODUCTION 

 

Artificial intelligence (AI) is reshaping the business world, society and the economy, as well as the 

experiences workers have as they interact with the different AI functions inside organizations (Loureiro et 

al., 2021). In particular, AI continues to play an increasing role in how work itself is transformed with 

substantial changes occurring in knowledge management, risk management, and decision support systems 

(Aicardi et al., 2018; Cesta et al., 2014; Kolbjørnsrud et al., 2017). These changes can be observed in the 
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integration of artificial intelligence within Human Resource Information Systems (HRIS). This integration 

marks a substantial evolution in the field of Human Resource Management (HRM).  

Integrating AI technologies into HRIS platforms has transformed HR information systems from passive 

data repositories to dynamic systems capable of optimizing routine tasks, providing data-driven insights, 

and facilitating strategic decision-making processes. Almost overnight, organizations are wrestling with 

important questions surrounding how to manage and implement AI systems into their organizations, the 

ways employees use AI in their day-to-day work, how employees engage in the development of AI, and the 

support AI can provide to enhance the efficiency and effectiveness of organizations (Loureiro et al., 2021). 

As a result, valid and reliable measures are essential to assess the extent of AI integration within 

organizational systems and plan for future applications to minimize system disruptions. 

All human resource (HR) functions utilize HRIS, yet there is often a disconnect between the various 

platforms used (Jemine & Guillaume, 2022). A series of qualitative interviews with working HR 

professionals was conducted to fully capture the extent of AI technology present in these disconnected 

platforms. This qualitative process was followed by three rounds of survey-based quantitative data 

collection and analysis. The results of the data collection and analysis efforts produced a 16-item 

reflectively measured instrument of AIHR in HR activities. The items in the scale represent different aspects 

of task specific usage frequency, whereas the scale score reflects an overall assessment of AIHR. In other 

words, the items measure the frequency of usage for different HR functional tasks (e.g., recruitment, 

training, compensation) and the overall score indicates the general frequency of AI usage across relevant 

functional tasks.  

 

LITERATURE REVIEW 

 

Human Resource Information Systems 

HRIS is defined as an integrated system employed to compile, store, and analyze data concerning an 

organization's human resources. The evolution of HRIS dates back to the 1960s when organizations began 

automating HR tasks through the use of early computer systems (Ball, 2001). Subsequent advances in 

technology have led to the development of sophisticated HRIS platforms capable of handling diverse HR 

functions (Kavanagh et al., 2011). Within these functions, HRIS encompasses databases, computer 

applications, hardware, and software essential for planning, decision-making, and record keeping 

(DeSanctis, 1986). This includes collecting, recording, managing, delivering, presenting, and processing 

data throughout the full life of HR management (Hendrickson, 2003). From recruiting and selection, 

onboarding, training and development, performance management, pay and reward systems, and beyond, 

these HR functions are enhanced by the integration of information systems (DeSanctis, 1986; Hendrickson, 

2003). 

HRIS offer numerous benefits to organizations through the increased efficiency, accuracy, and 

accessibility of HR data (Lengnick-Hall & Moritz, 2003). By centralizing HR information, organizations 

can streamline processes such as payroll, recruitment, and performance management (Sánchez et al., 2008), 

leading to cost savings and improved decision-making (Stone, 2006). Despite the advantages and 

efficiencies afforded by HRIS, several challenges have been noted in the literature. These challenges 

include issues related to data security and privacy (Bélanger & Maier, 2022), employee resistance 

(Bondarouk & Ruël, 2009), and the need for ongoing training and support (Sambasivan et al., 2021).  

A quite meaningful trend shaping the future of HRIS is the increasing integration of AI and machine 

learning capabilities into each of the functions of HR management (Parry & Tyson, 2011). Table 1 provides 

examples of the HR activities that HRIS are facing pressure to change through the integration of AI 

capabilities. 
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TABLE 1 

EXAMPLES OF ARTIFICIAL INTELLIGENCE APPLICATIONS FOR 

HR FUNCTIONS IN HRIS 

 

 
 

Artificial Intelligence 

In this research, AI is defined as a computer system able to perform tasks normally requiring human 

intelligence. AI is different from automation. Automation is usually rule-based and follows predetermined 

instructions, while AI-supported systems learn from data and make real-time decisions based on the data 

(Tyson & Zysman, 2022).  

Organizations are increasingly adopting AI-powered HRIS applications to optimize HR administrative 

tasks, enhance decision-making processes, and improve the overall efficiency of HR operations (Marler & 

Boudreau, 2017; Votto et al., 2021). The integration of AI in HRIS offers numerous benefits to 

organizations. AI-powered algorithms can analyze vast amounts of HR data to identify patterns, trends, and 

insights to drive improved outcomes across many HR functions. These outcomes include, but are not limited 

to, recruitment, talent management, and workforce planning (Davenport & Harris, 2017). Additionally, AI-

driven chatbots and virtual assistants deployed within HRIS platforms can provide personalized support to 

employees, improve user experiences, and increase engagement (Bishop et al., 2019).  

 

AI-enabled HRIS (AIHR)  

The proposed construct of AIHR is defined as the constellation of components in an HRIS that have 

integrated artificial intelligence to improve HR-related processes and outcomes. Scholars and organizations 

need an instrument to measure the extent of AI use to better understand the challenges associated with 

AIHR, the levels of adoption in an organization, and how AI is affecting HR professionals and employees. 

The ability to measure AI integration and impact will enable researchers and organizations to assess how 

AI technologies are influencing specific HR functions. This understanding will facilitate the evaluation of 

AI's effectiveness in improving HR processes and outcomes. Extant literature focusing on the extent of 

technology use by employees, such as AIHR, has been published in the information systems and human 

resources literature (Doll & Torkzadeh, 1998; Hussain et al., 2007; Rosen et al., 2013; Tambe et al., 2019; 

Yawalkar, 2019) for a number of years. The methodology applied, and scale development procedures 

applied in this study were designed in line with extant literature. 
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SCALE DEVELOPMENT METHODOLOGY 

 

Item Generation and Practitioner Interviews 

After an extensive review of the relevant literature, a pool of items was developed. Items were generated 

to be both exhaustive and exclusive to identify and avoid gaps in measuring AI usage and to minimize 

overlap in measuring AI usage. The resulting pool contained five items spanning each of the five primary 

functions of HRM (Lussier & Hendon, 2017). Each item asked to what extent does the participants’ 

organization use AI-assisted technology to help with hiring employees, developing employees, retaining 

employees, communicating with employees and HR administration. Item measurement was a 7-point 

Likert-type scale ranging from never to always. 

In the next stage of the scale development process, cognitive interviews were conducted with five HR 

professionals. Cognitive interviewing has support in the literature as an effective tool for gathering 

information about the functioning of the survey items (Lenzner et al., 2023; Willis, 2015). The participants’ 

years of HR experience ranged from 1.5-30 years, all had college-level degrees and/or professional 

certifications in HR, and worked in the functional areas of compensation, recruitment, administration, and 

employee development.  

Participants were provided with an invitation to interview containing a specific definition of AI, a brief 

overview of basic AI processes within HRIS, and examples of AI in HR systems. The choice to provide a 

formal invitation to interview was undertaken because initial requests for interviews were declined by HR 

professionals who indicated they did not work with AI in their jobs. This led to the conclusion that some 

HR professionals did not realize they are interacting with AI within their HR systems. 

The participants were asked about their primary job functions and the types of systems they interacted 

with for their primary job functions. Once the participants had shared information on their job functions 

and relevant information systems, they were presented with the initial list of five items generated from 

extant literature. Participants were first asked to score the items as a survey respondent would. The 

interviewer then probed the participants to obtain detailed information as to why they scored the item in the 

manner it was scored. Next, they were asked about their opinions on the wording, clarity, and scope of the 

items. The interviews were recorded, reviewed by two members of the research team, and utilized for item 

expansion and refinement. The major identified theme that surfaced across all five interviews was that each 

interview participant suggested changing one or more items from covering a major functional area of HR 

to specific HR tasks. Based on the interview feedback, the items were expanded from five to sixteen.  

 

Qualitative Pretesting with OpenAI ChatGPT 

A second round of qualitative item testing was conducted using OpenAI ChatGPT 3.5, which has 

recently been recognized in the literature as having considerable promise in the research process for 

pretesting design choices and qualitative analysis (Hair & Sabol, 2025; Sarstedt et al., 2024; Tai et al., 

2024). The expanded and refined items were entered into OpenAI ChatGPT with instructions to evaluate 

each item’s quality and appropriateness and to provide suggestions for improvement.  

The OpenAI ChatGPT evaluation identified eight items measuring AI in the activities of recruitment, 

hiring, training, performance evaluation, and compensation as clear and specific, and needing no 

improvement. The OpenAI ChatGPT evaluation of AI in the selection, onboarding, development, and 

retention provided suggestions to be more specific and add additional activities. While the suggested 

revisions were in line with activities present in HRIS and could have AI integration, the decision was made 

not to further expand the items due to concerns with the length of the questionnaire and potential issues 

with cognitive load on human subjects participating in the study (Galesic & Bosnjak, 2009). A copy of the 

OpenAI ChatGPT script and final scale items can be found in the appendix. 

 

Pilot Study 1 

Once the qualitative testing and analysis of items was complete, the resulting questionnaire was 

approved by an institutional review board and pretested with an online panel of working HR professionals 

in the Amazon Mechanical Turk (MTurk) platform web services. A definition of AI and examples of AI in 
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HR tasks were provided at the top of the landing page for the items. Providing definitions and examples for 

survey participants has been shown to aid in communicating the researchers’ intended meaning and improve 

the accuracy of participants’ responses (Peytchev et al., 2010; Haraldsen, 2023). The survey concluded with 

demographic-related questions. The average time to complete was two minutes and one second. The pilot 

sample consisted of 90 respondents. 

Data quality was assessed and missing values were addressed using mean imputation. Once data quality 

was confirmed, a correlation analysis confirmed the data matrix had sufficient correlations to apply 

exploratory factor analysis (EFA). The model sampling adequacy was assessed by conducting a Kaiser-

Meyer-Olkin (KMO) test (Kaiser, 1970), which measures sampling adequacy (MSA) of the model as a 

whole and for each indicator. KMO and MSA evaluation measures the proportion of common variance; a 

higher value indicates greater suitability (Taherdoost et al., 2022). With sampling adequacy established, the 

data was subjected to Bartlett’s test of sphericity (Bartlett, 1950), to determine whether the observed 

correlation matrix conforms to an identity matrix wherein all non-diagonal elements are zero (Howard, 

2016). The KMO value was .839 and Bartlett’s test results were statistically significant ensuring the data 

was appropriate for submitting to an EFA. 

An EFA enables researchers to evaluate whether the collected data are consistent with the expected 

pattern, or structure, of the target construct (Matsunaga, 2010). A parallel analysis EFA was applied using 

JASP 0.13.1.0 software for Windows (JASP team, 2024) to determine the number of potential factors. The 

parallel analysis approach is supported in the literature as superior to other methods in more accurately 

identifying the ideal number of factors to extract (Finch, 2020; Iacobucci et al., 2022). Since the items were 

found to correlate, an oblique promax rotation was applied.  

The parallel analysis identified a single factor. As displayed in Table 2, a majority of the item factor 

loadings exceeded the threshold of .40 (Hair et al., 2019). Items 3, 8, and 16 were not included in the single 

factor due to loadings below .40.  

 

TABLE 2 

PARALLEL ANALYSIS RESULTS – PILOT 1 
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Pilot Study 2 

A second questionnaire pilot study was conducted with an online panel of working HR professionals 

using the Prolific platform. The second pilot survey followed the same format and flow as the first pilot. 

The same 16 items used in the first pilot study were used for this second pilot study. The average time to 

complete was three minutes and thirty seconds. The pilot sample consisted of 50 respondents. 

Once data quality was confirmed, the model sampling adequacy was assessed. The KMO value for the 

pilot one model was .839, and the MSA for each item exceeds .5, indicating sample adequacy. (Shrestha, 

2021). Bartlett’s test of sphericity was statistically significant, suggesting that factor analysis is appropriate 

for the dataset (Hair et al., 2019). Both the KMO and Bartlett’s tests suggest the data did not violate the 

assumptions needed to conduct an EFA.  

As presented in Table 3, the item factor loadings all exceeded the threshold of .40 (Hair et al., 2019). 

The parallel analysis identified a single factor. The lowest loading was .687. The resulting scale can be 

described as having high loadings and a high number of variables with a simple one-factor structure. Extant 

literature supports a sample size of 50 as being appropriate for this type of scale (de Winter et al., 2009; 

MacCallum et al., 1999). 

 

TABLE 3 

PARALLEL ANALYSIS RESULTS – PILOT 2 

 

 
 

Scale Validation 

Since both pilot studies support a single-factor scale, the decision was made to move forward with scale 

validation. Based on the results of pilot 2, the choice was made to retain all 16 items. A listing of the items 

can be found in the appendix.  
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An important phase in the scale development process is examining the nomological network to assess 

associations with closely related but dissimilar constructs (Jebb et al., 2021). A review of the AI HRM 

literature found AIHR has overlap with the following constructs as they relate to AI specifically: 

transparency, perceived usefulness, trust, effectiveness, and innovative work behavior (Agarwal & Prasad, 

1997; Choung & Ross, 2023; Marangunić & Granić, 2015). 

Transparency in AI refers to the openness and comprehensibility of the algorithms, decision-making 

processes, and data usage within these systems. In other words, transparency describes knowledge available 

to the system and the reasoning process utilized (Vorm & Combs, 2022). According to the principle of 

algorithmic transparency (Diakopoulos, 2017), transparency is essential for building trust, fostering 

accountability, and mitigating potential biases and discrimination in AI systems. Transparency impacts trust 

because employees are more likely to trust and engage with AIHR when they understand how these systems 

work, how decisions are made, and how their data is used (Glikson & Woolley, 2020; Goodman & Flaxman, 

2017). Transparency also provides a mechanism for organizations to identify and address issues related to 

AI system performance and fairness (Veale & Binns, 2017). As such, the following hypothesis is offered: 

 

H1. AI transparency is positively associated with AI Trust.  

 

Trust in AI technologies refers to the confidence and belief that these systems will operate reliably, 

ethically, and in the best interests of users and the organization as a whole (Gillath et al., 2021). According 

to organizational trust theory (Mayer et al., 1995), trust is built upon perceptions of competence, integrity, 

benevolence, and predictability. Employees are more likely to utilize AIHR when they trust these systems 

will maintain data privacy, provide accurate recommendations, and support fair decision-making processes 

(Bélanger & Carter, 2008). Trust also fosters collaboration between employees and AI systems, leading to 

positive evaluations of AI usefulness (Bhattacherjee, 2001). Because trust in AI plays a fundamental role in 

the adoption and effective utilization of AIHR within organizations (Ardion et al., 2018; Yu & Li, 2022), 

the following hypotheses are offered: 

 

H2. AI Trust is positively associated with perceived AI usefulness. 

 

H3. AI Trust is positively associated with AIHR. 

 

Perceived usefulness holds an established position in the technology adoption and utilization literature 

(Abdullah et al., 2016; Hampshire, 2017; Hess et al., 2014). Thus, its position is logically extended to also 

apply to the field of AIHR within organizations. In the technology acceptance model (TAM; Davis, 1989), 

employees' perceptions of the usefulness of integrated technologies significantly influence their acceptance 

and continued use. Perceived usefulness encompasses the subjective belief that utilizing technologies such 

as AIHR can positively impact job performance and contribute to achieving organizational goals (Venkatesh 

et al., 2003). Extant literature suggests employees are more inclined to embrace technologies like AIHR 

when they perceive tangible benefits such as increased efficiency (Venkatesh & Davis, 2000). Perceived 

usefulness has been supported in the literature as positively relating to trust and technology use (Pitardi & 

Marriott, 2021; Zhang et al., 2021). As such, the following hypotheses are proposed: 

 

H4. Perceived AI usefulness is positively associated with AIHR. 

 

H5. Perceived AI usefulness will mediate the relationship between trust and AIHR. 

 

Perceived AI effectiveness refers to employees’ evaluation of AI decision-making. AI effectiveness is 

considered to be a measure of user satisfaction with the ability of the output information to meet user 

requirements (Nicolaou, 2000). Put simply, when users engage in using a technology, their experiences 

enable them to form perceptions of the technology's effectiveness. Although perceived AI effectiveness has 

been modeled as an outcome of technology use (Castelo et al., 2019), it has also been supported in the 
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literature as a potential outcome of technology use and continuation of use (Lowerison et al., 2006; Zhang 

et al., 2017). Therefore, the following hypothesis is proposed: 

 

H6. AIHR is positively associated with perceived effectiveness. 

 

Innovative work behavior (IWB) refers to the proactive generation, adoption, and implementation of 

novel ideas, processes, or products by employees (Janssen, 2000). IWB has support in the extant literature 

as a component of the nomological network that encompasses the adoption of AI-integrated technologies 

(Schecter et al., 2023). Because AI algorithms can effectively analyze large volumes of data to identify 

patterns, trends, and opportunities for innovation, the literature suggests creativity and experimentation are 

positively impacted (Chuang et al., 2016) by freeing up employees' time and cognitive resources, allowing 

them to focus on more creative and strategic endeavors (Verma & Singh, 2022). Simply put, the usefulness 

and satisfactory quality of AI decisions facilitates reduced job demands and greater job autonomy, which 

positively impacts IWB. This relationship is expected to be meaningful in this study, therefore, so the 

following is hypothesized: 

 

H7. Perceived AI effectiveness is positively associated with IWB. 

 

SCALE VALIDATION METHODOLOGY 

 

Data Collection  

The validation study was conducted with an online panel of working HR professionals using the Survey 

Monkey (SM) audience platform. SM has support in the literature as having high data quality in line with 

more expensive panel options for survey-based data collection (Bentley et al., 2020). The survey settings 

prequalified participants based on age, working status, and HR job type. The survey flow and structure 

followed the same format as the pilot studies. The average time to complete was six minutes and seven 

seconds. The sample consisted of 53 respondents. The data supporting this study's findings are available 

from the corresponding author upon request. 

 

Measurement and Analysis 

Previously established scales with a seven-point Likert-like scale were used to reflectively measure the 

constructs in the validation model. Examples include IWB (De Jong & Den Hartog, 2010), Perceived 

Usefulness (Davis et al., 1989), AI effectiveness (Yu & Li, 2022), and Transparency (Zhao et al., 2019). 

Trust was measured by combining two three-item scales for a six-item measure (Hoddinghaus et al., 2021; 

McKnight et al., 2002). 

To assess the reliability and validity of the measurement models and investigate the nomological 

validity of the structural model, partial least squares structural equation modeling (PLS-SEM) analysis was 

utilized (Wold, 1982; Lohmöller, 1989; Hair et al., 2022). Hair et al. (2020) confirms the relevance of PLS-

SEM for scale development and validation. Confirmatory composite analysis (CCA) was used to evaluate 

the measures and structural models. CCA is a useful tool for developing and validating measures within a 

nomological network (Hair et al., 2020). 

 

Measurement Model Results 

To estimate the proposed model with the obtained data, we use the statistical software SmartPLS 4 

(Ringle et al., 2024). The default settings of Mode A with 3,000 iterations were used in estimating the 

models (Cheah et al., 2024). For the measurement model assessment, we apply the criteria and guidelines 

provided by Hair et al. (2022). The results support the reliability and validity of the measurement model. 

All indicators have high loadings, which ensures indicator reliability (Table 4). 
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TABLE 4 

INDICATOR LOADING 

 

Construct Item 

Outer 

Loading Construct Item 

Outer 

Loading 

AIHR AIHR1 0.854 

Innovative Work 

Behavior 

INV1 0.805 

 AIHR2 0.877 INV2 0.807 

 AIHR3 0.854 INV3 0.852 

 AIHR4 0.922  INV4 0.873 

 AIHR5 0.908  INV5 0.769 

 AIHR6 0.937  INV6 0.838 

 AIHR7 0.909 Perceived 

Usefulness 

PU1 0.905 

 AIHR8 0.923 PU2 0.960 

 AIHR9 0.904  PU3 0.951 

 AIHR10 0.898 Transparency TRNS1 0.907 

 AIHR11 0.871  TRNS2 0.933 

 AIHR12 0.871  TRNS3 0.901 

 AIHR13 0.941 Trust Trust1 0.819 

 AIHR14 0.913  Trust2 0.890 

 AIHR15 0.879  Trust3 0.871 

 AIHR16 0.937  Trust4 0.844 

Perceived Effectiveness 

EFCT1 0.901  Trust5 0.822 

EFCT2 0.940  Trust6 0.872 

 EFCT3 0.904    

 

Furthermore, the latent variables exceed the .708 accepted threshold for ñA, which supports internal 

consistency reliability (Table 5). However, some ñA values are quite high (i.e., >.90), which may indicate 

redundancy of items per construct (i.e., the use of indicators with slightly changed wordings of the 

underlying questions, which, thereby represent very similar content). However, high correlations between 

items are acceptable when items are sufficiently different (Relling et al., 2016). An inspection of the 

indicators per construct shows each indicator provides sufficiently different content, and we conclude that 

we revealed reliable scales. Moreover, all measures exhibit convergent validity by exceeding the 

recommended average variance extracted (AVE) threshold of .50.  

 

TABLE 5 

MEASUREMENT MODEL ASSESSMENT 
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Lastly, all measures demonstrate discriminant validity with all heterotrait-monotrait ratio of correlations 

(HTMT) below .90 (Table 6). Moreover, all HTMT results are statistically significantly below 1.00 but we 

find that some outcomes are not statistically significantly below .90, which indicates some limitations to 

our establishment of discriminant validity. 

 

TABLE 6 

HTMT RESULTS AND CONFIDENCE INTERVALS 

 

Constructs HTMT results 5.0% 95.0% 

EFCT <-> AIHR 0.680 0.531 0.817 

INV <-> AIHR 0.382 0.241 0.573 

INV <-> EFCT 0.631 0.411 0.834 

PU <-> AIHR 0.713 0.567 0.832 

PU <-> EFCT 0.866 0.745 0.966 

PU <-> INV 0.486 0.291 0.687 

TRNS <-> AIHR 0.845 0.739 0.937 

TRNS <-> EFCT 0.832 0.675 0.986 

TRNS <-> INV 0.487 0.265 0.726 

TRNS <-> PU 0.890 0.792 0.981 

Trust <-> AIHR 0.803 0.684 0.911 

Trust <-> EFCT 0.835 0.690 0.948 

Trust <-> INV 0.585 0.368 0.803 

Trust <-> PU 0.784 0.639 0.892 

Trust <-> TRNS 0.752 0.567 0.916 

 

Structural Model Results 

Once the measurement model was assessed as having valid and reliable measures, the structural model 

was evaluated to assess the significance and relevance of path coefficients and to measure the model’s 

explanatory power (Hair et al, 2022). First, the model was tested for collinearity issues. All variance 

inflation factor (VIF) values were lower than 3.0, indicating collinearity is not a critical issue. Next, the 

path coefficients were evaluated in terms of significance and relevance. Bias-corrected bootstrapping 

analysis using the percentile was conducted using 10,000 subsamples. All hypotheses were confirmed based 

on the path coefficients’ direction and statistical significance based on a 95% confidence interval. Table 7 

shows the results of the collinearity analysis and path coefficients’ evaluation. 

 

TABLE 7 

STRUCTURAL MODEL ASSESSMENT 

 

Structural 

paths VIF β 2.50% 97.50% 

Standard 

deviation 

(STDEV) 

P 

values f-square 

Hypothesis 

testing 

TRNS -> Trust 1.00 0.694 0.475 0.844 0.091 0.000 0.927 H1 supported 

Trust -> PU 1.00 0.739 0.548 0.849 0.071 0.000 1.204 H2 supported 

Trust -> AIHR 2.20 0.577 0.302 0.772 0.116 0.000 0.399 H3 supported 

PU -> AIHR 2.20 0.260 0.045 0.492 0.114 0.023 0.081 H4 supported 

AIHR -> 

EFCT 1.00 0.635 0.447 0.775 0.083 0.000 0.676 H5supported 

EFCT -> INV 1.68 0.597 0.106 0.860 0.187 0.001 0.322 H6 supported 

 



 

Review of Business Information Systems Vol. 25(1) 2025 25 

Mediation Analysis 

In H5, perceived usefulness was hypothesized to mediate the relationship between trust and AIHR. The 

indirect and direct paths were both positive and statistically significant, suggesting complementary partial 

mediation (Nitzl et al., 2016; Sarstedt et al., 2020). Once mediation was established, effect size metrics 

relevant to mediating relationships were assessed. Two mediation effect sizes appropriate for 

complementary mediation are total effect (TE) and variance accounted for (VAF). While a majority of 

mediation analysis research focuses on the size and significance of the indirect path (Lachowicz et al., 

2018), assessing the total effect (TE) can be useful in providing information on the entire mediation model, 

especially in exploratory studies with complementary mediation (Hair et al., 2022). The TE is the sum of 

the direct (c’) and indirect effects (ab). The TE for H5 was .961. The VAF determines the extent to which 

the mediation model explains the variance of the dependent variable (Nitzl et al., 2016). The VAF is the TE 

divided by the indirect effect. The VAF value was .200, indicating limited mediation (Hair et al., 2023). As 

reported in Table 8, perceived usefulness is a significant mediator of the relationship between trust and 

AIHR. H7 is therefore supported.  

 

TABLE 8 

MEDIATION RESULTS 

 

  
β 

t 

Statistic 
p Values 

BCBCI 

2% 

BCBCI 

97.5% 

Total 

Effect 
VAF 

H3b Effects      0.961 0.200 

Direct Effects        

(a)Trust -> PU 0.739 10.356 0.000 0.548 0.849   

(b)PU -> AIHR 0.259 2.250 0.025 0.044 0.497   

(c')Trust -> AIHR 0.769 11.410 0.000 0.596 0.874   

Indirect Effect        

(ab)Trust -> PU-

>AIHR  
0.192 2.072 0.038 0.038 0.405   

Note. BCBCI= Bias corrected bootstrap confidence interval, v̂=upsilon, VAF= Variance accounted for. 

 

Once the path coefficient analysis and hypothesis testing were complete, the model’s explanatory power 

was assessed. As presented in Figure 1 the model’s dependent variable INV has an R2 value of .34 which 

is considered suitable for models that investigate the impact of workplace resources on innovative behavior 

(Chang et al., 2013; Madrid & Patterson, 2020). Trust, Perceived Usefulness, AIHR, and Perceived 

Effectiveness show R2 values of .481, .546, .622, and .403, respectively, which aligns with extant research 

on technology usage (Al-Jabri & Roztocki, 2015; Mou et al., 2017). In comparison to a recent meta-analysis 

of technology use models that included innovativeness (Blut et al., 2021), and in consideration of the 

exploratory focus of this research, the explanatory power of the model can be considered more than 

adequate. 

Once the explanatory power within the sample was evaluated, a cross-validated predictive ability test 

(CVPAT) was utilized to assess and compare the out-off sample predictive capabilities of the hypothesized 

models (Hair, 2021; Sarstedt et al., 2023). The CVPAT method, introduced by Liengaard et al. (2021), 

conducts an inferential analysis to determine whether an alternative model shows significantly improved 

predictive abilities compared to a well-established model. Sharma et al. (2023) expanded the use of CVPAT 

from simultaneous model comparison to also include a comparison of the target construct and naïve 

benchmarking. The model's predictive abilities based on the PLS-SEM results were tested against 

predictions using the indicator averages and linear model benchmarks (Table 9). The PLS-SEM results have 

a significantly lower average loss model than the indicator averages benchmark. Moreover, we find that the 

PLS-SEM results have a slightly lower average loss than the linear model benchmark, which, however, is 

not statistically significant. Based on these CVPAT results we conclude that the hypothesized model has 

moderate predictive power.  
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FIGURE 1 

HYPOTHESIZED MODEL 

 

 
 

TABLE 9 

PREDICTION ASSESSMENT 

 

  PLS loss IA loss 

Average 

loss 

difference 

PLS: IA 

p-value 

PLS: IA LM loss 

Average 

loss 

difference 

PLS: LM 

p-value 

PLS: LM 

Overall Model 2.401 3.794 -1.393 0.000 2.402 -0.001 0.991 
Note. IA- indicator average, LM= linear model 

 

DISCUSSION 

 

The Integration of AI in HRIS is a rapidly emerging and substantial evolution in the domain of HRM, 

transforming HR systems from static data repositories to dynamic, decision-supportive platforms. This 

study contributes to the growing field of AI-supported HRM by developing and validating a reflective 

measure of AI integration within HRIS. The resulting 16-item scale quantifies the extent of AI utilization 

across diverse HR functions and presents an opportunity for practitioners and researchers to understand 

better how AIHR can impact employee perceptions and behavior. 

Our findings indicate when employees perceive AIHR as useful and effective, there is greater potential 

for improved employee outcomes, such as innovative behavior. The newly developed scale's high reliability 

and validity demonstrate its robustness and applicability across a wide range of HR tasks, enabling a 

standardized assessment of AI's integration into HRIS. 

This paper highlights the importance of organizations fostering an environment of trust and 

transparency regarding AI applications in HRM. Such an environment not only facilitates the acceptance 

of AI technologies but can also play an important role in effectively achieving HR objectives. 

 

IMPLICATIONS AND FUTURE RESEARCH DIRECTIONS 

 

Theoretically, this research enriches the HRIS and AI literature by providing a novel instrument to 

measure AI integration in HRIS, thereby addressing a substantial gap in the extant research. It also offers 

an opportunity to measure and, therefore, better understand the relationship between AI integration and key 

constructs such as trust, transparency, and perceived usefulness, thereby contributing to the broader 

discourse on technology acceptance models in the context of HRIS. 

For practitioners, the validated scale is a vital tool for assessing the current state of AI integration in 

their HRIS, facilitating benchmarking against industry standards, and identifying areas for enhancement. 

Organizations can leverage insights from this measure to strategically plan AI initiatives, aligning them 

with HR objectives to optimize HR operations and improve decision-making processes. Moreover, by 
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highlighting the importance of transparency and trust in adopting AIHR, this study underscores the need 

for organizations to adopt ethical AI practices and ensure clear communication regarding AI use in HR 

processes.  

The study's cross-sectional design provides a snapshot of AI integration within HRIS at a single point 

in time. This design limits the ability to capture the dynamic nature of AI integration and its evolving impact 

on HRM practices over time. Longitudinal studies are recommended to track changes in AI integration and 

its effects on organizational outcomes, employee satisfaction, and HR efficiency. Acknowledging these 

limitations is crucial for interpreting the study's findings within the appropriate context and for guiding 

future research efforts to advance our understanding of AI integration in HRIS and its implications for 

HRM. 
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Final Scale Items: On a scale from 1(never) to 7 (always), please indicate the extent to which your 

organization uses AI-assisted technologies to support HR activities in each of the categories below: 

1. Recruitment (e.g., job postings, application management) 

2. Selection (e.g., applicant screening, applicant testing, interviews) 

3. Hiring (e.g., background and credit checks, drug screenings) 

4. Onboarding (e.g., employment authorization, new hire onboarding, orientation) 

5. Training (e.g., upskilling, cross-training) 

6. Development (e.g., career development, career counseling) 

7. Performance (e.g., performance appraisals, feedback, and coaching) 

8. Retention (e.g., attitude, engagement, and satisfaction surveys) 

9. Compensation (e.g., salary administration, PTO, leave management) 

10. Incentives (e.g., incentive programs, equity compensation) 
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11. Policies (e.g., policy development, employee handbook) 

12. Legal Compliance (e.g., labor law compliance and reporting, accommodations, labor relations) 

13. Benefits (e.g., benefits administration/support, retirement plan, profit-sharing) 

14. Wellness (e.g., health and wellness program, EAP) 

15. Communication (e.g., information sharing/management, employee-facing communications) 

16. Strategic Planning (e.g., data analytics, work design, workforce planning) 

17. Please indicate the extent to which your organization uses AI-assisted technologies in general 

 




